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Van Allen’s Discovery of  Radiation Belts 

• Put space physics in 
the news… 

Artistic images of  
Van Allen belts, 

NASA/Langley, 
circa 1961 

Cover of  TIME in �59 and �64 
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Space Weather Impacts

(after Onsager et al.)

J. Roeder 
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Particle Drifts

Wikipedia
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Particle  
Drifts

NASA SVS
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e
-
 Motion in the 

Radiation Belts
These motions are stable ad infinitum with no 
electron energization so long as no 
electromagnetic changes to Earth’s magnetic field 
occur

For 1 MeV electron at 6.6 RE: Gyro ~10-3 s, Bounce ~ 100 s, Drift ~ 103 s
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Overview of Trapped Radiation



Space Weather Bootcamp 2018

Radiation Belts: Model vs Reality

• Long lived but variable on many timescales

AE-8 MAX E>1MeV SAMPEX

STATIC Empirical Model Dynamic Reality

(Courtesy R. Hilmer)
[Vette, GSFC, 1991]
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Radiation Belt Response is Hard to 
Predict

We do not understand the fundamental physics: the response of
acceleration and loss mechanisms to solar-induced geomagnetic storms

electron response. In contrast to the earlier study of Reeves
[1998], we use a fixed definition of geomagnetic storms as
distinct intervals during which the minimum value of the
Dst index is less than !50 nT. Gonzalez et al. [1994]
define these storms as moderate (Dst < !50 nT) or intense
(Dst < !100 nT).
[9] Figure 1 shows the relativistic electron fluxes (1.2–

2.4 MeV) measured by POLAR as a function of L-shell and
time for the year 1997. Also shown are the Dst index and
the solar wind velocity. The !50 nT Dst threshold is
indicated with a red line. There were 21 storms during
1997 which met our criteria.
[10] Figure 2 shows three examples of the relativistic

electron response to geomagnetic storms. Figure 2a shows
the interval from January 1 to February 25, 1997 which
includes the well-known January 10, 1997 storm [e.g.,
Reeves et al., 1998a, 1998b; Li et al., 1998]. This storm is
typical of the storms that most studies have analyzed to
date. A brief decrease of the relativistic electrons is
observed in association with the build-up of the ring current
but is quickly followed by a rapid increase of the electron
fluxes over a broad range of L-shells.
[11] The storm in May 1999 (Figure 2b) shows a quite

different response. Again there is a rapid decrease in fluxes
at the storm main phase but, in this event, the fluxes never

recovered to their pre-event levels. This cannot be explained
by adiabatic processes and must therefore represent a true
loss of particles. We note that the decrease in fluxes was
observed over a broad range of L-shells down to at least
L = 4. In February, 1998 (Figure 2c) a geomagnetic storm
which qualifies as ‘‘intense’’ (Dst = !100 nT) by the
Gonzalez et al. definition, produced a relatively small
change in the relativistic electron fluxes.

3.1. Geosynchronous Flux Statistics

[12] To statistically analyze the relativistic electron
response to geomagnetic storms we need to quantify the
amount of increase or decrease in the fluxes. To do so, we
first examine the fluxes at geosynchronous orbit which is at
a fixed L-shell, L " 6.6. The 24-hour period centered on the
time of minimum Dst is considered the ‘day of the storm’
and is not included in the analysis. We define the ‘pre-storm
flux’ as the maximum flux of 1.8–3.5 MeV electrons in the
1–3 days prior to storm (not including the day of the storm).
We define the ‘post-storm flux’ as the maximum flux in the
1–5 days after the storm. We the calculate the ratio of the
pre-storm to post-storm fluxes. We define ‘‘No Change’’ to
mean that the relative change was less than a factor of 2 up
or down. By these criteria 10 of the 21 events in 1997
(Figure 1) were classified as geosynchronous ‘‘increases,’’ 5
were classified as ‘‘decreases,’’ 5 were classified as ‘‘no
change,’’ and one storm, on May 15, had missing data and
was not included in the analysis.
[13] In Figure 3a we plot the post-storm flux against the

pre-storm flux and color each point: red for ‘‘increase,’’ blue
for ‘‘decrease,’’ and green for ‘‘no change.’’ One clear
conclusion from this plot is that the pre-storm and post-
storm fluxes are essentially uncorrelated. Any given post-
storm flux could have been preceded by either high or low
pre-storm levels.
[14] Figure 3b shows the distribution of events as a

function of the change in flux (the ratio of post-storm to
pre-storm fluxes). Over one entire solar cycle from 1989
through 2000 there were 276 storms with Dst < !50 for
which we had complete geosynchronous data (noon recon-
structed fluxes). Of those, 145 storms (53%) resulted in an
increase in geosynchronous fluxes. Another 53 storms
(19%) resulted in a flux decrease. For the remaining 78
storms (28%) changed the fluxes by less than a factor of 2 in
either direction (no change).

Figure 1. Radiation belt electron fluxes as a function of
L-shell and time, the hourly Dst index (with our !50 nT
threshold marked in red), and solar wind velocity.

Figure 2. Details of three types of responses. (A) A strong increase of relativistic electron fluxes in response to the
January 1997 geomagnetic storm. (B) A dramatic and permanent loss of electrons throughout the outer belt in May 1999.
(C) A !100 nT storm in February 1998 with peak fluxes after the storm very similar to peak fluxes after the storm.

36 - 2 REEVES ET AL.: ACCELERATION AND LOSS OF RELATIVISTIC ELECTRONS

Reeves et al, [2003]
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Exotic Particle Distributions

Roeder & Zhang, [2014]

4.2 Distribution Functions and Their Transformations 93

Isotropic with
loss cone

Pancake
(peaked at 90 O)

Butterfly Streaming 
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Fig. 4.7 Typical pitch angle distributions of trapped particles

4.2 Distribution Functions and Their Transformations

Measurements provide information about the flux j . Theory, however, works with
distribution functions, which serve as a quantitative bridge between the detailed but
unknown instantaneous microscopic state of a particle ensemble and macroscopic
variables more accessible to intuitive comprehension, theoretical treatment and mea-
surement. Consider a small spatial volume ır3 and call ın the number of particles
in that volume whose momentum or velocity vectors fall into given ranges of
magnitude and direction (black circles, Fig. 4.8) at a given time t .2 In cartesian coor-
dinates, that number will be proportional to ır3 and to the element of volume ıp3

in momentum space, or ıv3 in velocity space, into which the pertinent vectors fall:

ın D fp.r; t; p/ır3ıp1ıp2ıp3 D fv.r; t; v/ır3ıv1ıv2ıv3 (4.5)

fv and fp are distribution functions. Obviously, fp D fvm!3. Note that fp is the
distribution function or phase-space density in the traditional six-dimensional phase
space of statistical mechanics. The velocity space distribution function fv can only
be used in non-relativistic situations.

It often is convenient to work with other dynamical variables in the distribution
function. Examples are .T; !; '/; .v?; vk; '/; etc. Therefore, it is important to
know the rule of transformation of the distribution function from a set of “old”
variables, say v1; v2; v3, to a “new” set X1; X2; X3, each one of which is a function
Xi D Xi .v1; v2; v3/ of the three old variables (and, implicitly, space). The inverse
transformations are vk D vk.X1; X2; X3/. Obviously, we must have

ın=ır3 D fnew.X1; X2; X3/dX1dX2dX3 D fold.v1; v2; v3/dv1dv2dv3 (4.6)

The integral over the dynamic variables Xi

n.r ; t/ D
Z

Xi

f .r ; t; X1; X2; X3/dX1dX2dX3 (4.7)

2All “delta” differentials in Fig. 4.8 (and in all that follows) are “physical” differentials as described
in the footnote on page 185 in Appendix A.3: small, but still big enough to contain o1 particles.
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Balance of Sources and Losses 

Liemohn [2007] 
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RB Sources 
and Losses

• Sources:  
• VLF waves 
• ULF waves 
• Radial transport 
• Prompt 
acceleration 

• Losses 
• Shadowing 
• Loss to 
atmosphere
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Local acceleration 
or  
Radial Diffusion?

Reeves et al, ECT
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Wave Environment for Particle 
Acceleration

the outer radiation belt. The presence of this additional
source in the storm recovery has also been inferred from the
innovation vector of Kalman filter analyses [Shprits et al.,
2007]. Radial diffusion interior to the peak can still lead
to electron acceleration [Selesnick and Blake, 1997; Chu
et al., 2010], but outward radial diffusion exterior to the
peak leads to de‐energization and ultimate loss to the mag-
netopause [Shprits et al., 2006b].

3. Chorus Emissions

[6] Chorus emissions are discrete coherent whistler mode
waves, which occur in two distinct bands above and below
one‐half the electron gyrofrequency fce [Tsurutani and Smith,
1974]. Chorus is important since it plays a dual role in both
the loss and local acceleration of radiation belt electrons
[Bortnik and Thorne, 2007] and is the dominant scattering
process leading to diffuse auroral precipitation [Ni et al.,
2008; Nishimura et al., 2010; Thorne et al., 2010].

3.1. Properties of Chorus and Global Distribution
[7] A statistical analysis of the global distribution of chorus

observed on the THEMIS spacecraft indicates that the spec-
tral intensity is highly variable and responds to geomagnetic
activity [Li et al., 2009a]. Chorus is enhanced over a broad
spatial region [Hayosh et al., 2010] exterior to the plasma-
pause (Figure 1) associated with cyclotron resonant excita-
tion during the convective injection of plasma sheet electrons
into the magnetosphere [Li et al., 2008, 2009b]. Nightside
chorus is strongest inside L = 8, and is also confined to lati-
tudes below 150, due to strong Landau damping of oblique
waves during their propagation towards higher latitude from
the equatorial source region [Bortnik et al., 2007]. In con-
trast, dayside chorus is found over a broad range of latitudes,
is most intense in the outer (L ∼ 8) magnetosphere, and
shows less dependence on geomagnetic activity [Tsurutani
and Smith, 1977; Li et al., 2009a]. The wave normal dis-
tribution of chorus is required to accurately evaluate reso-
nant electron energies and quantify the associated rates of

scattering [Shprits and Ni, 2009]. Unfortunately, recent
satellite observations [Chum et al., 2007; Breneman et al.,
2009; Santolík et al., 2009; Haque et al., 2010] indicate a
wide range of values for this key property, which adds
uncertainty to modeling studies.

3.2. Chorus Excitation Mechanisms
[8] Chorus is excited during cyclotron resonant interaction

with plasma sheet electrons that are injected into the inner
magnetosphere during enhanced convection [Hwang et al.,
2007]. Simulation of the linear phase of excitation of night-
side chorus observed on CRRES and THEMIS, using mea-
sured injected electron distribution, yields a path‐integrated
gain well in excess of 100 db [Li et al., 2008, 2009b], which
is sufficient to drive the wave amplitudes to non‐linear levels.
The non‐linear growth and saturation of parallel propagating
chorus has been simulated by Katoh and Omura [2007] and
Omura et al. [2008]. Simulation of the convective injection
of anisotropic plasma sheet electrons into the inner mag-
netosphere during a magnetic storm with the coupled RCM
and RAM codes has been used to evaluate the global dis-
tribution of excited chorus emissions [Jordanova et al., 2010].
The results of this modeling agree well with the statis-
tical distribution obtained from satellite observations on the
nightside [Li et al., 2009a]. However, understanding dayside
chorus excitation remains problematic [Tsurutani et al.,
2009; Santolík et al., 2010; Spasojevic and Inan, 2010],
since the waves often occur under relatively quiet geomag-
netic conditions, when the resonant electron flux is low [Li
et al., 2010].

3.3. Role of Chorus in Scattering Loss of Radiation Belt
Electrons
[9] Pitch‐angle scattering during cyclotron and Landau

resonance with chorus emissions provides a major mecha-
nism for diffusive transport towards the loss cone and ulti-
mate loss by collisions in the atmosphere for a broad range
of electron energies [Lam et al., 2010; Hikishima et al.,
2009, 2010; Orlova and Shprits, 2010]. Corresponding elec-
tron lifetimes, which are primarily controlled by scattering
rates near the edge of the loss cone [Shprits et al., 2006c,
2006d], range from values near the minimum lifetime asso-
ciated with strong diffusion (∼an hour) at energies below
10 keV [Ni et al., 2008] to values comparable to a day at
MeV energies [Thorne et al., 2005].

3.4. Role of Chorus in Local Stochastic Acceleration
[10] Chorus emissions also provide an efficient mecha-

nism for energy transfer between the injected low‐energy
(few keV) electron population, which generates the waves,
and the trapped high energy radiation belt electrons by the
process of energy diffusion [Horne and Thorne, 2003].
Calculations of quasi‐linear energy diffusion rates demon-
strate that outer zone electrons can be accelerated to rela-
tivistic energies on timescale comparable to a day [Albert,
2005; Horne et al., 2005a]. Simulations of specific storm
events has demonstrated that energy diffusion by chorus
can account for electron flux enhancement in the outer radi-
ation belt in association with sustained geomagnetic activity
[Tsurutani et al., 2006] during the storm recovery [Horne
et al., 2005b; Shprits et al., 2006a] and for the refilling of
the electron slot between the inner and outer radiation belts
during a storm [Thorne et al., 2007]. Furthermore, despite

Figure 1. Schematic illustration of the spatial distribution
of important waves in the inner magnetosphere, in relation
to the plasmasphere and the drift‐paths of ring‐current
(10–100 keV) electrons and ions and relativistic (≥0.3 MeV)
electrons.

THORNE: FRONTIER L22107L22107

2 of 7
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The Earth’s 
Plasmasphere

(Top)  Schematic of 
Plasmasphere.  
Image courtesy of 
“Windows to the 
Universe “  
[windows2universe.
org]
(Left) Plot of 
plasmasphere 
density as a function 
of radial distance. 
[Chappell, JGR, 
1972]
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An L, local-time plot s.howing the different local- Fig. 3. 
time sectors of the plasmasphere (dayside, nightside, and 
bulge). The solid line shows the average plasmapause posi- 
tion determined from more than 150 Ogo 5 profiles [Chap- 

pellet al., 1971b]. 

1. The Nightside Region o[ the Plasmapause 
In the nightside region the plasmapause position is very closely correlated 

with the average magnetic activity over the preceding 2- to 6-hour period as 
given by the Kp index [Taylor et al., 1968; Chappell et al., 1970a]. The plasma- 
pause decreases in L with increasing magnetic activity in a. very well-behaved, 
predictable manner; this variation in plasmasphere radius with varying activity 
is shown in Figure 4 from Chappell et al. [1970a]. This figure is a composite 
graph representing more than 40 passes through this local-time region. The 
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Fig. 4. A composite graph showing the reac- 
tion of the plasmasphere in the nightside region 
to changes in the level of magnetic activity as 
measured by Ogo 5. The plasmapause is found 
to steepen and move to lower L values with 

increasing activity [Chappell et al., 1970a.] 
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Fig. 1.21 (a) Broken lines: equipotentials for an electric field of potential Edd D 1:8 kV R!1
E .

Solid lines: drift paths of electrons injected with 1 keV along the dusk meridian (dots). Notice
corotation vs. convection. Equipotentials in the corotation region (not shown) are close, but not
equal to the drift paths. (b) Solid lines: drift paths of protons injected with 1 keV along the dusk
meridian (dots). Notice three types of paths: corotational, “vortices” not enclosing the earth, and
sunward convection

meridian (solid curves), for a dawn-dusk electric field of 1.8 kV/RE . Close to Earth,
the electrons are stably trapped; beyond the stagnation point 1 keV electrons are
quasi-trapped, being convected into the boundary. There is a reversal of drift sense
at the stagnation point. Notice also how corotating electron drift paths approach the
earth closer at dawn; their energy there can be up to ten times greater than at dusk.
The behavior of protons (Fig. 1.21b), again injected with 1 keV at several positions
along the dusk meridian, is more complex. Starting at 3, 4 or 5 RE at dusk, the coro-
tational field takes them eastwards around the earth in orbits similar to those of elec-
trons; the energy-dependentgradient drift, directed opposite to the electric field drift,
is negligible. Between 5 and 7 RE on the dusk meridian, we have a zone in which
protons get sufficiently accelerated in their eastward drift so that, eventually, the gra-
dient drift takes over and turns them around westwards against the corotation drift,
on the same evening side of the earth. After crossing the dusk meridian, these pro-
tons are decelerated and the electric field drift takes over again. We thus have closed
drift paths which do not encircle the earth. Beyond 7 RE on the dusk meridian,
1 keV protons are quasi-trapped, following a convection pattern toward the Sun.

Thus far we have assumed static conditions. Equation (1.54) can be integrated
also for a slowly, adiabatically varying dawn-dusk field (V D V.t/). This can
be used to determine the fate of low energy equatorial protons injected from the
magnetospheric tail and convecting toward the Earth during conditions of high Edd ,
and then captured around the Earth in corotating orbits when a decrease in Edd sets
in (having the effect of expanding the separatrix). This, in connection with more

Roeder & Zhang, [2014]

http://www.windows2universe.org
http://www.windows2universe.org
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Chorus Waves
• Chorus waves occur OUTSIDE 

plasmasphere and accelerate  
particles via cyclotron resonance 

• Chorus waves are a circularly 
polarized electromagnetic wave 

• Electric field with 
frequency ωE rotating 
around the magnetic field B 

• An electron has gyrofrequency 
(cyclotron) Ωc 

• When Ωc = ωE, the electron sees 
same electric field and is 
accelerated 

• Direction of acceleration 
depends on phase of the 
electric field

B [z]

e- Ωc
E

ωE
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Chorus Wave-Particle Interaction: 
E and PA Diffusion

Zheng et al., [2012]
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Observations of 
Chorus Wave Heating

Reeves et al. 2013, Science

Thorne et al. 2013; Nature
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Magnetopause Shadowing
1 MeV electron flux
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1.6 Example: Drift of 90ı Pitch-Angle Particles in the Magnetospheric Equator; : : : 27

Fig. 1.19 Experimentally determined average contours of constant magnetic field intensity in the
equatorial surface [9]. These contours represent drift paths for energetic, 90ı pitch angle particles.
Radial distances are in earth radii (1 RE D 6;371 km)

particles is useful for several reasons: (i) as we shall see later, the equatorial point
of a field line represents an equilibrium position for mirroring particles—hence the
study of equatorial particles provides “first order” information on the behavior of
the off-equatorial population; (ii) the theoretical treatment of equatorial and near-
equatorial particles can be done analytically by using simple field models, providing
physical insight (though not quantitative accuracy) into fundamental aspects of
trapped particle dynamics [7, 8]; (iii) many characteristic effects of spatial field
asymmetries are most pronounced for equatorial particles; (iv) more experimental
information is available on trapped particles at low geomagnetic latitudes, especially
in the outer magnetosphere.

Let us consider the drift motion of charged particles and assume that no external
forces are acting (this is nearly the case for radiation belt electrons and protons of
energies greater than about 100 keV). The guiding centers of these particles will
experience a pure gradient drift (1.46) following constant-B curves; electrons will
drift eastwards, protons westwards. Figure 1.19 sketches the principal features of
constant magnetic field intensity contours as observed in systematic measurements
[9]. A qualitative examination of the figure leads to the following conclusions:

(i) Within about 7!8 earth radii (1 RE D 6;371 km) all drift paths are closed. In
that region an equatorial particle thus remains stably trapped (assuming that
there are no external perturbations.)

(ii) The trajectories’ day-night asymmetry increases as one moves away from the
earth. Within about 4 RE , they are approximately circles, as prescribed by a

Glocer et al

Roeder & Zhang, [2014]
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ULF Waves: Drift Resonant 
Interaction

Claudepierre et al., 2013, GRL

Dai et al., 2013, GRL
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ULF Waves: Drift Resonant 
Interactions

Komar et al. [2017]

Solar Wind Input

ULF Wave Response
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ULF Waves: Drift Resonant 
Interactions

Komar et al. [2017]

Effect on Particle Transport Residual Flux
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Trapped Radiation Loss to 
Atmosphere

Kasahara et al. [2018]
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Summary

Reeves, 2007

• Trapped radiation is 
influenced by many 
factors. 

• Particle drifts, dynamic 
fields, waves, and cold 
plasma mediation. 

• While many 
mechanisms are 
understood, the 
balance for any 
particular event 
remains a mystery.


